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Big Picture
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How is semantic meaning encoded in 
the representation spaces of LLMs?



Extending the Linear Representation Hypothesis 
to Categorical and Hierarchical Concepts
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How are categorical concepts represented?

How are hierarchical relations between concepts represented?

Mammal

Reptile

Bird

Fish
Organism

Animal

Plant

Dog

Tiger

Elephant

Challenge: a linear direction can only encode a binary concept



Background: Softmax Structure
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X

Context

“He is the”
W

Z

Concepts Y

Next word
“king”
“man”
“PhD”

⋮

Embedding
λ(x) ∈ ℝd

Unembedding
γ(y) ∈ ℝdℙ(y ∣ x) ∝ exp(λ(x)⊤γ(y))

Softmax



Background: Causal Inner Product (Park et al., 2024)
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Embedding
l(x) ∈ ℝd

Unembedding
g(y) ∈ ℝdℙ(y ∣ x) ∝ exp(l(x)⊤g(y))

Softmax

λ̄male⇒female
≈ λ("She is the") − λ("He is the")

γ̄male⇒female
≈ γ("queen") − γ("king")

γ̄English⇒French
≈ γ("roi") − γ("king")

λ̄English⇒French
≈ λ("Il est le") − λ("He is the")

Causal Inner Product

ḡEnglish⇒French
= l̄English⇒French

ḡmale⇒female
= l̄male⇒female



How to Build up from Binary Concepts?
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Categorical Concepts {mammal, bird, fish, reptile}

Binary Concepts

Binary Contrast

mammal  bird⇒
male  female⇒

Binary Feature

{not_bird, is_bird}
{not_female, is_female}



Hierarchical Structure
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dog cat  {not_mammal, is_mammal} Z = ⇒ ≺ W =

parrot eagle  {mammal, bird, fish} Z = ⇒ ≺ W =

 is “subordinate” to Z W



Linear Representation  of Binary Conceptl̄W
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ℙ(W = 1 ∣ l + αl̄W) > ℙ(W = 1 ∣ l)

ℙ(Z ∣ l + αl̄W) = ℙ(Z ∣ l)

,  subordinate to or causally separable with ∀l, α > 0 Z W

Desideratum: If a linear representation exists, moving the 
representation in this direction should modify the 
probability of the target concept in isolation



Representations of Complex Concepts
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How to compose representations of binary concepts?

Challenge: linear representations are directions without magnitude



Vector Representation  of Binary Featurel̄w
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Theorem 4

is_animalnot_animal

flower car tiger dog
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is_animalnot_animal

flower
car

tiger
dog

Vector Representation  of Binary Featurel̄w

Theorem 4



Main Result 1: Semantic Hierarchy is 
Encoded as Orthogonality

12 Experiment with Gemma-2B model

(a)  is a linear representation l̄w1
− l̄w0

l̄w0⇒w1

(b)  for l̄w ⊥ l̄z − l̄w z ≺ w

(c)  for   l̄w ⊥ l̄z1
− l̄z0

Z ∈R {z0, z1} ≺ W ∈R {not_w, is_w}

(d)  for   l̄w1
− l̄w0

⊥ l̄z1
− l̄z0

Z ∈R {z0, z1} ≺ W ∈R {w0, w1}

(e)  for l̄w1
− l̄w0

⊥ l̄w2
− l̄w1

w2 ≺ w1 ≺ w0

Theorem 6
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Main Result 1: Theoretical Predictions 
Hold on the Full WordNet Hierarchy

Experiment with Gemma-2B model

Subtracting the parent of the feature gives orthogonality

(a)  is a linear representation l̄w1
− l̄w0

l̄w0⇒w1

(b)  for l̄w ⊥ l̄z − l̄w z ≺ w

(c)  for   l̄w ⊥ l̄z1
− l̄z0

Z ∈R {z0, z1} ≺ W ∈R {not_w, is_w}

(d)  for   l̄w1
− l̄w0

⊥ l̄z1
− l̄z0

Z ∈R {z0, z1} ≺ W ∈R {w0, w1}

(e)  for l̄w1
− l̄w0

⊥ l̄w2
− l̄w1

w2 ≺ w1 ≺ w0

Theorem 6



Main Result 2: Natural Categorical 
Concepts are Encoded as Simplices

For every joint distribution , if 
there exists some  such that 

 for every , the 
vector representations  form a 

-simplex in the representation space. In 
this case, we take the simplex to be the 

representation of the categorical concept 
.

Q(w0, …, wk−1)
li

ℙ(W = wi ∣ li) = Q(W = wi) i
l̄w0

, …, l̄wk−1

(k − 1)

W = {w0, …, wk−1}

14 Experiment with Gemma-2B model

Theorem 8
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Organism

Animal

Plant

Mammal

Reptile

Bird

Fish

Dog

Tiger

Elephant

⊕ ⊕⊕
Organism

Animal

Plant

Reptile

Fish

MammalBird

Elephant

Tiger Dog

Overall Structure



Summary
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• Categorical Concepts are Represented as Simplices

• Hierarchical Relations are encoded as orthogonality
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